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ABSTRACT 
By  segmenting and folding  the  primary  mirror,  quite  large  telescopes  can be  packed into the nose cone of  a rocket. 
Deployed after launch, initial optical  performance  can be quite  poor, due to deployment errors, thermal deformation, 
fabrication errors and other causes. We describe  an  automatic  control  system for capturing,  aligning,  phasing,  and 
deforming  the  optics of such  a  telescope,  going  from initial cm-level  wavefront errors to diffraction-limited 
observatory  operations. This system was developed for the  Next  Generation  Space  Telescope and is being  tested  on 
the  NGST  Wavefront  Control  Testbed. 
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Reference Segment Alignment aligns the “reference segment” - the center segment in most configurations - to the 
secondary mirror, tertiary mirror, and instrument module. This can be done using traditional focus/coma sweep 
techniques, with the other segments tilted away from the center of the FOV; using prescription retrieval techniques;” 
or using wavefront sensing as in the Fine Phasing control mode. When aligned, the reference segment is taken as 
fixed, and the other segments are aligned and phased to it in sequence. 

Timeline: I 1 

Figure 2. Wavefront  control  timeline. 

Coarse Phasing control combines 2 sensing techniques. Dispersed-Fringe Sensing accurately measures large 
segment-to-segment pathlength differences by using a grism to disperse the light from dephased segments, 
modulating a fixed pathlength difference by a varying wavelength. It provides an accurate, robust phasing signal over 
about 1 mm of piston error. White-Light Interferometry, which generates fringes by scanning one segment in piston, 
is a more sensitive measure when the pathlength differences are small. At the end of Coarse Phasing, the initial 
millimetric error has been reduced to the sub-micron level. 

The final active control step, Fine Phasing control, utilizes iterative-transform focus-diverse phase retrieval 
wavefront sensing to produce a high-resolution estimate of the wavefront. The estimate is used for wavefront control, 
driving deformable mirrors and segment alignments to achieve diffraction-limited performance. Fine Phasing is 
repeated periodically during the mission. 

Figure and alignment will be held passively during observations. This is possible because of the high degree of 
stability designed into the NGST mission. The benign L2 environment, extensive thermal shielding, and careful 
structural and thermal design (possibly including thermal control) keep NGST from experiencing large deformations 
and load changes on-orbit. Vibration isolation and careful maneuver planning keep dynamical disturbances at a low 
level. These and other measures permit long times between Fine Phasing updates, days to months. 

Telescope guiding prior to Fine Phasing is by startracker-referenced spacecraft attitude control, with an accuracy of 
about 1 asec. FSMfine guiding begins before Fine Phasing. The FSM stabilizes a guide star in one of the 4 NIR 
camera channels, while WF sensing is conducted in another channel. The detector is windowed to permit 100 frames/ 
sec readout rates. The FSM closed-loop bandwidth is about 10 Hz. The ACS follows-up the FSM control at below 
0.01 Hz bandwidth, keeping the FSM stroke small. Predicted jitter  is under about 1/5th of a pixel, a few milliarcsec.” 

2.SYSTEM DESCRIPTION 
There are several different NGST configurations being pursued by the various NGST architecture teams. The NASA 
“government team” has concentrated on a point design, called the NGST “Yardstick” configuration, for studies of 
feasibility, performance and technology readiness. The Yardstick, illustrated in Fig. 1, uses 9 segments in a “flower” 
pattern to form its primary mirror. The outer segments are folded - some up, some down - to fit into the launch 
vehicle shroud. Once on orbit, they deploy, each in a single rotation. All segments are actuated in at least 3 rigid-body 
DOFs; they may be equipped with deforming actuators as well. The SM is mounted on a deployed 4-strut tower, 
attached to a conical baffle. The mirrors and support structures are made of beryllium. Several variants on the 
Yardstick theme have been explored in simulation, using the same structure but different optics and controls. 

The Yardstick optical design is an off-axis 3-mirror anastigmat, with a small powered tertiary mirror. The quartenary 
is a deformable mirror (DM); cryogenic DM technology is being developed that should permit excellent performance 
over a range of temperatures and actuator densities.“ The DM is followed by a fast-steering mirror (FSM) for 
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guiding. The NIR camera optics include a pyramid mirror, which feeds 4 separate channels of the NIR camera, and an 
Offner relay, which directs the light to the detector. Alternative optical designs have also been pursued which limit 
FSM steering-induced errors: pupil distortion and steering-induced field distortion can be significant with large FSM 
angles. Optical solutions using 4 mirrors and 2 steering mirrors have been identified. 

The WCT optics provide a versatile experimental platform for WFC development.8 As shown in Fig.  3, there are 2 
DMs, one for aberrating and the other for correcting the WF, for testing Fine Phasing control. A slide-in mirror 
replaces the aberrator DM with a 3-segment mirror, which is used to test Capture and Alignment and Coarse Phasing 
control modes. This feature is new and has not yet generated any data. The hardware is driven by GUI-based 
software, which permits remote operation over the internet, and can be modified to incorporate new algorithmic 
software. The WCT hardware will continue to evolve, incorporating more realistic hardware for experimentation and 
for use as a development platform for Nexus and NGST. 
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Figure 3. WCT layout 

3.CAPTURE AND COARSE ALIGNMENT 
Capture and Coarse Alignment begins at first light, following the initial deployment of the primary and secondary 
mirrors. The telescope is pointed at  an isolated bright star, and the first pictures are taken by the Near IR camera. An 
example of what might be expected is shown in the upper left frame of Fig. 4, which shows the image of a single 
bright star taken with the primary mirror misaligned by random errors. The misalignments have standard deviations 
of 300 umin translation and 10 urad in tilt. As shown, only a few of the 9 segments reflect light onto the focal plane; 
the others are so misaligned as to send their spots off of the detector field of view. Those spots that do fall on the 
detector are bl ent 

Figure 4. Capture example. First image shows focal plane just prior to scanning Segment 2 into  field;  second 
image shows Segment 2 spot after detection; third image shows difference (WCT simulation). 

It is the task of the Capture controller to identify which spots correspond to which segment, including those that fall 
off of the detector initially. It then aligns and focusses each segment individually to the Integrated Science Instrument 
Module (ISIM) and SM. The center segment is aligned first, and then used as a reference to which all other segments 
are aligned. Guiding begins once the center segment is captured and focussed. 

The capture process begins by identifying segment spots that fall on the detector. A reference image is taken, and then 
a segment is moved a small amount, and a second frame is taken. Differences between the images identify the spot 
corresponding to that segment. The segment is then tilted to move its spot to the center of the field. If a segment is 
initially off the detector, the segment is scanned in a regular pattern in increments of angle slightly smaller than the 
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detector FOV. Eventually the segment spot is driven into the FOV and the segment is identified. Figure 4 shows a 
snapshot of a simulated WCT image sequence, where the second segment has just been driven onto the focal plane 
and identified. 

After capturing a segment image, the segment is aligned and then focussed. The segment spot is first isolated, 
separating its spot from those of the other segments. The segment is then controlled in the piston DOF, maximizing 
the encircled energy within 3 successively smaller regions, converging when the maximum encircled energy within 
the smallest circle is found. The capture and alignment process is repeated until each segment spot is detected and 
focussed. Further examples are provided in Refs. 3 and 6 .  

4.REFERENCE SEGMENT ALIGNMENT 
Following the capture, alignment and focussing of the center segment, and before focussing the other segments, 
alignment of the center segment to the SM and ISIM is accomplished. This is done with the outer segments masked or 
tilted out of the line of sight. It can be done using traditional focuslcoma sweep techniques, or by using “prescription 
retrieval,” or by using phase retrieval WF sensing as in the Fine Phasing control mode. Prescription retrieval is a 
parametric phase retrieval technique, where optical alignment and figure parameters are varied to match model- 
generated images to data. It is useful with high levels of aberration, and unlike the phase retrieval techniques 
discussed later, it can be used with broad-band illumination. It uses software called VSIM, which has been 
successfully applied to several different space instruments, including the Hubble Space Telescope and Mars Observer 
Camera.” With appropriately diverse data VSIM is capable of separating the effects of misalignments from those of 
figure errors, and can distinguish between figure errors on multiple surfaces. Whichever technique is used, alignment 
of the center segment and SM to the ISIM should be achieved to within a few pm and prad. 

After Reference Segment Alignment the Capture and Alignment process is repeated for each of the outer segments, 
though using a different, slightly off-axis field of view for each, so as not to interfere with the light from the central 
segment. At the conclusion of this process, each segment is aligned to the reference segment to a small fraction of a 
pixel in angle and within the segment depth of focus in piston (about 15 pm) - within the capture range of the Coarse 
Phasing controller described next. 

Total dynamic range for the Capture controller is quite large, aided by the large detector array (4 amin on a side) 
planned for the Near IR camera. It is ultimately limited by the amount of time available for scanning, and possibly by 
confusion from multiple objects in a very large field. It should easily meet the  NGST requirements Of 5-10 mm  in 
focus and a few mrad in angle. 

5.COARSE PHASING 
Now begins the coarse phasing process. First, the 8 outer segments are tilted out to  point at specific spots well outside 
the center of the CCD. Then one outer segment is then tilted back in and coaligned with the center segment, so that 
their 2 spots overlie. The 2 segments are not in phase at this point, with perhaps 10 or more pm difference between 
them. To detect this phase difference, a prism or grism is placed in the beam, creating a “dispersed-fringe sensor” 
(DFS) as illustrated on Fig. 5. The DFS disperses the light from the 2 coaligned segments up and down the detector, 
so that the light at any point on the detector is at a single wavelength. Phase differences between the 2 segments cause 
the overlapping images to produce interference fringes. The period of these fringes is a function of the absolute phase 
difference between the 2 segments. DFS techniques are used extensively in Michaelson stellar interferometry. 

To illustrate the DFS, consider the field at the focus. Ignoring aberrations and diffraction and assuming equal segment 
illumination Eo, the field at the each point x along the detector dispersion axis is 

E = E o e x p ( E ) ( l  + e x p ( z ) )  

The dispersing element is a grism placed in the filter wheel, with dispersion nearly linear with h: 
h = h,x + h, 

The intensity pattern that results is 

( 3 )  
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The period can be measured as a function of x and matched to Eq. 3 to determine IdLI. Diffraction effects causes the 
real PSF for each wavelength to extend over a finite width - 3 pixels in  WCT. There is a constant phase shift between 
pixels, so the pattern of Eq. 3 is shifted between adjacent rows of pixels along the dispersion direction. The sign of 
this phase shift depends on the sign of dL; so the sign of dL is indicated by the angle of the null across the fringe. An 
example can be seen in Fig. 6, which shows a fringe from WCT phase-plate testing. This data is from a phase-plate 
with a 10 um segment step. The measured data matches the predicted fringe pattern very closely. The fringe analysis 
software tracks 3 rows of pixels along the fringe in order to determine the period and angle, thus measuring the piston 
and its sign in a single frame. 6 

. . . . . . . . . .  
x ,w,,,wd) 

Figure 5. Dispersed-fringe sensor. 
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Figure 6. DFS  test  data,  showing  good  agreement  between  prediction and data. 

Visibility of the fringe can be reduced significantly for some orientations of the baseline between segments with 
respect to the grism dispersion axis. Especially for sparse apertures, sidelobe filling of the fringe nulls can occur if the 
dispersion axis approaches the baseline axis.6 Visibility is also better for one sign of dL, depending again on the angle 
between the dispersion and baseline, as sidelobe filling of the null will be greater for one sign than the other. 

The DFS has a large dynamic range. The maximum detectable OPD difference is defined by the Nyquist sampling 
limit of the particular detector and the dispersion of the grism or prism. The grism dispersion is set to be sensitive to 
OPDs slightly larger than the focal depth of the segments. Larger OPDs are easily detected and corrected by the 
Capture and Alignment focus sweep. 

Aberrations, including segment radius-of-curvature mismatches, tend to reduce the visibility of the interference 
fringes, but simulations indicate that this is not a significant problem for NGST specifications.6 Actuator errors define 
the accuracy with which the segments can be driven to their final positions. 

5 



The coarse phasing of segment pairs may conclude with a “white-light interferometry” (WLI) step.3t6r14 Following 
the setting of the outer segment using the DFS, the DFS is removed from the beam by rotating the filter wheel, so that 
the detector once again sees a star image. The outer segment is then scanned in piston, and the peak intensity is 
recorded at each step. A correlation filter identifies the position with the highest peak intensity, and the segment is 
moved back to that point. WLI may not be required, as the dynamic range of Fine Phasing overlaps that of the DFS. 

At this point, coarse phasing of the first outer segment to the central segment is complete. The coarse phasing process 
is then repeated for the next segment. The situation differs slightly for each successive segment, as the “reference 
segment” grows by the addition of successively more segments. Simulation indicates that this has the effect of 
increasing the “floor” of the DFS fringe pattern, while the absolute contrast increases slightly.6 When all segments 
have undergone coarse phasing, the PM is aligned and phased - to within a wave if the segment figure quality and the 
actuator accuracy are good. 

6.FINE PHASING 
Fine Phasing picks up where the Coarse Initialization leaves off: with the PM segments, SM and ISIM phased to 
within about a few waves. It ends with a diffraction limited telescope. All sensing is performed using the science 
cameras. Fine Phasing is split into 2 functions: WF sensing, which measures a high-resolution map of the wavefront; 
and WF control, which actuates the segment position and orientation and sets the deforming actuators on the DM a n d  
or segments to minimize WF error. 

Phase retrieval was chosen for WF sensing for several reasons: 
It has excellent performance, providing accurate, high spatial-resolution wavefront measurements. It has better 
performance bounds than Shack-Hartman sensors or curvature  sensor^.'^/^^ WCT performance results shows 
repeatibility of better than h633/100 ( hzood300), far below actuator error levels. 
It has good dynamic range. The algorithm reported here has demonstrated 3+ waves range; when run with NGST’s 
mid-IR camera at h=15 pm , this provides > 45 pm peak-to-valley range, well within the sensitivity of Coarse 
Phasing. Other, parametric algorithms have even higher potential dynamic range. 
It works across segment discontinuities, modulo 2 pi, unlike approaches which measure derivatives of the WF 
(e.g., Shack-Hartman). By sensing at 2 or more wavelengths, it measures segment piston over a very large range. 
It uses the science cameras for sensing, rather than a WF sensor, has obvious cost, mass and complexity benefits. 
It does not require extraneous or non-common path optics, eliminating important sources of error and reducing 

It allows separate, end-to-end calibration of each of the science cameras, at arbitrary field points. 
It is robust to noise and blurring effects. 

The primary NGST WF sensing uses a “Modified Gerchberg-Saxton” (MGS) iterative transform phase retrieval 
algorithm. The classic Gerchberg-Saxton algorithm assumes an imaging system whose f number is known, with 
known detector pixel size and a known aperture mask, illuminated with monochromatic light at a known wavelength. 
It iterates to match a single in-focus image. It starts with a random guess at the phase in the exit pupil, which is 
combined with a pupil amplitude mask to form a complex-amplitude matrix representing an estimated field at the 
pupil. This is Fourier transformed forward to the image plane, generating an estimated image-plane complex 
amplitude matrix. The amplitude of the image-plane field is replaced by the square root of the image data, and then 
this new field is back-propagated to the pupil plane, where it is masked by the aperture function. The phase of this 
new field is the estimate of the WF phase. The new pupil field is transformed forward to the pupil, and the iteration 
continues. Convergence is indicated when the phase estimate does not change significantly from iteration to iteration. 
The GS algorithm is quite good at matching images; however, it is very sensitive to noise and is not guaranteed to 
find a unique solution. 

The NGST MGS phase retrieval algorithm uses the Gerchberg-Saxton iteration as its inner loop, but with several 
modifications, as illustrated on Fig. 7. These inc1ude:Pupil image data is used to constrain the pupil field estimate. 
Pupil images are taken using a small flip-in lens located just in front of the science detector. By substituting the square 
root of the pupil image data for the estimated pupil amplitude, many unknowns are removed from the problem, with 
no loss in accuracy. 

10 

calibration requirements. 
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Defocussed rather than in-focus images are used. An in-focus PSF puts almost all of its signal into a few tightly 
clustered pixels, underresolved in our case, where the signal is quickly eroded by digitization and blurring effects 
such as jitter. Defocussing spreads the image over many pixels, creating extended, lower contrast signatures for all 
aberrations. These wisps, tendrils, lumps and blobs, signalling hills and valleys in the optics, are large compared to 
the fixed size of the typical blurring kernel, hence are less degraded by blurring effects. 
Defocussing also reduces the contrast between low spatial-frequency information, contained in the bright core of 
the in-focus PSF, and high spatial-frequency information, normally in the dim sidebands of the in-focus PSF.  In 
the defocussed PSF low and high frequency structures are spread across the image, with more equal illumination. 
Multiple images with known phase shifts are matched simultaneously. Using multiple images provides additional 
data without introducing new unknowns, provided that the diversity phase is accurately known. The MGS control 
software embeds the S-MACOS computer code operating on a detailed “as-built” prescription of the optical sys- 
tem to predict diversity phase as a function of whatever perturbation is introduced (Ref. 10). Diversity phase can 
be effected by defocusing, changing wavelength, or other means. Image iterations are run in parallel. 
A priori knowledge of the phase is subtracted from the iteration, which reduces the dynamic range of the iterate. 
Limits are placed on the iteration-to-iteration change of the estimate, damping the iteration. 
Phase unwrapping is used to improve the dynamic range of the phase retrieval beyond 1 wave. Many cases of 
interest will have WF errors that exceed 1 wave peak-to-valley at the phase retrieval wavelength, causing them to 
wrap, by taking their value modulo 2z. The MGS algorithm unwraps each separate image iterate separately, and 
then combines all iterates in a voting scheme, to help identify unwrapping artifacts. The MGS unwrapping algo- 
rithm is described in the next section. 
Estimates derived ffom data at multiple colors are processed together to resolve segment piston. 

ago 
cal plane 

A priori 
phase 

Field at F-Tm 

I- plane 
image 

Wrapped singie-image 

(other  image  iterauons) 

Figure 7. Focus-diverse  iterative-transform  phase  retrieval  with  phase  unwrapping. 

The MGS inner loop starts with a random pupil phase estimate as before, but the amplitude is now combined with the 
square root of the pupil image to form the pupil field. The pupil phase then is shifted by 2 factors: the “known” ?I 
priori phase 8, and the “diversity phase” OdiV The pupil field is propagated to the image plane with a Fourier 
transform; the amplitude of the image plane field is replaced by the square root of the image data; and then the field is 
inverse Fourier transformed back to the pupil. The ?I priori and diversity phase factors are then removed, and the the 
process is repeated. After about 10 inner-loop iterations, the pupil estimate stabilizes. 

The MGS outer loop then takes the several image-specific pupil estimates and combines them in a weighted 
averaging scheme to develop a joint estimate of the pupil (Fig. 7). This is sent back to each of the inner-loop image 
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iterations, and these are repeated. After some number of outer loop iterations, the pupil phases are explicitly 
unwrapped prior to combining, so as to resolve 2n ambiguities in the estimate. The unwrapping code uses a simple, 
fast algorithm of limited accuracy - as opposed to the alternative, a complex, slow algorithm of limited accuracy! The 
algorithm compares steps between adjacent pixels in 3 wrapped angle estimates that are shifted in phase by 2d3, 
identifying wrap points by inconsistencies between the estimates. The unwrapped estimates are compared to identify 
unwrapping artifacts, which are resolved by voting. Overall, about 30 outer iterations are typically done. 

Other algorithms can also be used. Prescription retrieval,” which drives a parametric model of the optical train to 
match out-of-focus images, provides a particularly useful complement to the MGS approach. Where MGS is 
monochromatic and requires phase unwrapping, prescription retrieval can work broad-band and can match highly 
aberrated data without phase unwrapping. For WCT, model parameters include DM actuators, so the DM correction 
is determined directly from the match; a WF estimate can be computed from the converged model and then used for 
the i priori phase factor in MGS. Phase diversity algorithms offers the ability to retrieve using images of extended 
0 b j e ~ t s . l ~  

A typical example of wavefront sensing using the WCT is shown on Fig.  8. Here the Simulator DM was deliberately 
aberrated, using random actuator commands. The images were taken using a 3 nm bandpass filter at 632.8 nm 
wavelength. Integration time was varied to nearly saturate the CCD at the brightest pixels. The images were 
processed using the MGS algorithm embedded in the WCT Executive Software, requiring about 5 minutes on a 4- 
processor workstation. The WF estimate shows a peak-to-valley error of 1.6 waves, with an RMS of 0.27 waves. 

Figure 8. Images,  pupil  image,  and  resulting WF estimate  for  a  typical WCT experiment. 

Another example showing high dynamic-range records a series of actuator “pokes,” as  shown in Fig. 9. Here a pattern 
of 4 actuators on the A 0  DM is pushed up, starting with a low value (lower right plot) and proceeding in steps to a 
high value, corresponding to 5.2 waves peak-to-valley and 0.4 waves RMS WF error. 

Figure 9. WF estimates  obtained  for  a  sequence of actuator  “poke”  patterns. 

A third example, showing the excellent repeatibility of the WF sensing technique, is shown in Fig. 10. Here the WCT 
WF was flattened and left untouched for a few hours. The WF was measured 10 times during that period as shown. 
The mean of the 10 estimates was subtracted from each frame, with the results shown in the right side on Fig. 11. The 
estimates agree with a repeatibility of Wl10. The pixel-by-pixel standard deviation of the 10 frames is U240. 

In testing, phase retrieval WF sensing has proven to be robust and reliable, even in conditions of relatively large 
turbulence and jitter errors. Figure 12 illustrates this by showing the WF sensing error vs. jitter  for a Monte Carlo 
analysis of a 7-hex segmented configuration of the WCT. Each point on this plot represents 100 trials with different 
noise and aberrations, through the entire image generation and processing sequence. Above 0.2 pixels jitter, the WFS 
error drops smoothly, reaching W50 at 1 pixel jitter and ?J30 at 2 pixels. These results compare with WCT 
performance as indicated. Note that 4 images are better than 2, though this may be more because larger defocus 
values are used. The flattening of the curve at 0.2 pixels is likely due to the undersampling of the PSF in  WCT. 
Simulations with critically-sampled PSFs show significantly better WFS performance. 

Other examples and experiments are reported in Refs. 4-7. Overall accuracy using WCT data is about U100. 
Dynamic range is a few waves peak-to-valley - heroic measures can extend this. For NGST, which is equipped with 
NIR and MIR cameras, WF sensing can be done at wavelengths from under 1 pm to  over 15 pm. Aberrations of a few 
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waves at a sensing wavelength of up to 15 pm should be measureable, providing an overall dynamic range of about 
50 pm peak-to-valley. This provides considerable overlap with the Coarse Phasing accuracy of about 1 pm. Ultimate 
accuracy at 1 pm wavelength should be better than 10 nm. 
WF Estimate 1 WF  Estimate 2 WF  Estimate 3 WF  Estimate 4 WF Estimate 5 WF Estimate 6 WF Estimate 7 WF  Estimate 8 WF  Estimate 9 WF Estimate 10 

Figure 10. WF sensing  repeatability  test: 10 independent  estimates of (nearly)  the  same WF (WCT data). 
Est 1 - Ava Est 2 -Avo Est 3 -Avo Est 4 -Avo Est 5 -Avo 

Figure 11. Deviation of each WF estimate from mean (WCT data). 
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Figure 12. WF sensing  performance vs. jitter  blur  diameter in pixels  (simulation). 

The wavefront control phase of fine figure initialization takes the estimated wavefront and uses it to determine new 
actuator commands for the segments, the SM and for the DM. The wavefront estimate is vectorized by stacking 
columns of the estimate matrix on top of each other, producing the wavefront vector w. The wavefront w is - for small 
motions - a linear function of the optical states x ,  which includes rotation and translation degrees of freedom for each 
optic, plus deformation parameters. It is also a function of the control vector u, which includes some of the rotation 
and translation degrees of freedom, plus the DM actuators. The linearized model of w takes the form: 

w = “ x + - u  dw dw 
d x  du  

Here the sensitivity matrices dwldx and dwldu can be determined from computer models or by direct measurement - 
by poking the actuators and recording their influence on the WF, as in the example of  Fig. 9. 

An unconstrained control that seeks to minimize wavefront error squared is: 

This simple linear control law is noniterative and exact, subject to assumptions of linearity, and ignoring noise. 
Nonlinearities and constraints, such as relative and absolute actuator stroke limits, can be explicitly encompassed 
using different control formulations, most of which require iterative solution.20 Noise performance of this control law 
is discussed elsewhere3 

A 36-segment telescope example is provided by the WCT Executive Software running in simulation mode (Fig. 13). 
The experiment begins by deforming and misaligning the segments, so the initial WF error is 7.5 pm RMS, with a 
completely broken-up in-focus image, as illustrated in the left column of the figure. The  imge plots here are taken at 2 
pm wavelegth, sampled at f /28 with 27 pm pixels. The initial Strehl ration (SR) is 0.2%. The control is computed in 
2 parts, with the segments moved first, and the DM following up. The effect of the segment control is shown in the 
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middle column -the WF error is reduced somewhat, but more significantly, the segment edges are matched to create 
a smooth WF that is more effectively corrected by the continuous facesheet DM. Strehl following segment-only 
control in this example is 10%. Finally, the DM is used to peak the Strehl to 95% (rightmost column). 

Initial WFE=7.4773e-06 Final WFE=9.2005@-08 

Initial SR=0.002344 SR=0.097399 Final SFk0.94774 

Figure  13. WFC example for a 36-segment NGST (simulation). 

A second WF control example (Fig. 14) shows the result of controlling the example of  Fig. 8. The WCT A 0  DM was 
used to compensate the random aberrations induced by the random actuation of the Simulator DM. The images show 
much smoother structure, and the post-control estimate is much improved (Id15 vs. W4 RMS initially). Further 
iteration of the control process would improve this further. Overall WCT WF control performance has been good, W 
20 to Id30 at h=632.8 nm. The amount of residual WF error is a function of the initial error at low spatial frequency 
(fitting error) and the high spatial-fiequency, sttic errors in  the WCT optics and DM. 
Defocussed  images f URil Estimate 

I”.-.- ...... 
Figure 14. Images,  pupil and WF estimate following control for example of Fig: 8 (WCr data). 

7.POST-CONTROL IN-FOCUS POINT SPREAD FUNCTIONS 
The proof of WFC performance is the quality of the in-focus PSF after the WFC is completed. Typical WCT post- 
WFC PSFs are shown after flattening to about W20 at 632.8 nm in Figs. 15 and 16. Certain PSF characteristics are 
important to note. The first is a tight core with a high Strehl ratio. The second is a “dark hole” - a roughly square 
region with low scattered light immediately surrounding the core, extending out  to a spatial frequency of roughly 1 
over twice the actuator spacing - Nyquist for the DM. The dark region is itself surrounded by a “halo” of scattered 
light that cannot be removed by the DM, since it is due to aberrations with spatial frequency beyond the DM 
frequency cut-off, mostly DM fixed-pattern error. The PSFs are shown on a log10 stretch. 

Model results agree well with the data. The model incorporates the retrieved WF, the measured pupil intensity, a 
slightly resolved source, and measured jitter and lab seeing effects. The latter effects were incorporated using a 
convolution model with a gaussian half-width of 0.5 pixel. The effect of the residual WF error is seen by comparison 
with the lower curve in the bottom left plot, which was computed with a perfectly flat WF. The major difference is 
that there is no halo in the latter case. 

To better resolve the PSF, an image magnifier was set up in the lab. This uses an additional lens to blow up the PSF by 
4.5 times. The result is seen in Fig. 16, which now clearly shows 8 Airy rings from the core to the edge of the dark 

10 



hole, where they are swamped by the halo of scattered light. Jitter and seeing effects were partially removed from this 

~. 

0 20 40 60 0 20 40 BO 

Figure 15. In-focus  PSFs  at 633 nm flefi) &d 2 um (right) (WCI data and  simulations). 

A second example uses a simulated model of NGST as equipped with highly-actuated, deformable PM segments as 
designed by the U. of Arizona." A total of about 2800 actuators are used to compensate initial alignment and figure 
errors generated according to typical U. ofA. measured large-mirror post-fabrication PSDs. The resulting PSF shows 
a deep, extended black hole, suitable (when used with a coronagraph) for finding planets around nearby stars.21 
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Figure 17. Corrected WF and i&ocgPSF, fez-segment U. of Arizona deformable PM (NGST  simulation). 

CONCLUSION 
The wavefront control system described here is simple, robust, and accurate. By utilizing the science instruments for 
sensing it avoids expensive and complex dedicated sensors, while allowing for true end-to-end control and calibration 
in any of the science cameras. Performance is excellent, as demonstrated in the lab and in computer simulation. 
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